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When does Differential Privacy fail?
-
Collusion

Suppose a DP system allocates a certain privacy budget �û��
to data analyst A and the same budget �û to data analyst B, 
for querying a dataset. Both analysts can make the same 
set of queries independently thereby using up their privacy 
budgets. Even with composably secure DP, if A and B decide 
to collaborate and share their answers, the total privacy 
loss might become 2�û. Collusion is typically only an issue 
for global DP model wherein a single party answers queries 
from different analysts each of whom might have their own 
privacy budget.

Correlation

DP might be vulnerable if it assumes all rows in a dataset 
(each from a different individual) are independent. It is 
very natural to have dependence due to social interactions 
between people (e.g. friendship relationships in social 
network graphs). Paper [15] demonstrates a Bayesian attack 
on DP using a real-world dataset exploiting the correlation 
between location and social information. In such a case, DP 
underestimates the amount of noise required to achieve the 
desired privacy bound, thereby enabling an adversary to 
perform sensitive inferences.

Is Differential Privacy universally applicable?
-
Unfortunately, DP isn’t universally applicable. It must be 
understood that DP does not provide a general framework 
suitable for all domains and applications. To apply DP 
techniques, one needs to analyse the setting under which 
the data is being released or analysed, sensitivity of data 
and the kinds of queries required for the analysis. In other 
words, for each application domain, a differential privacy 
implementation should be carefully “handcrafted”.
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Differential Privacy at Guardtime
-
Guardtime is exploring potential use cases around 
applications for differential privacy. Some of these include:

	+ Data Collaboration Platform - There are instances 
where the data set is large and the custodian (e.g. a 
biobank) needs to give access to third parties to run 
analytics. Differential privacy can be applied when the 
data custodian needs to control the number and type of 
queries run on the data, to ensure  no/acceptable privacy 
leaks.

	+ Supply Chain Shortages - In a supply chain, to determine 
inventory shortages, secure aggregation protocols are 
typically run on individual entities’ inventory data to 
gather the total inventory for a given product without 
revealing individual data. Secure multi-party computation 
is commonly used to provide computational privacy on 
data aggregation done between mutually distrustful 
parties. However, it may need to be augmented with 
differential privacy to provide mathematical guarantees 
on privacy of the output. [8]

	+ Federated Learning - Federated learning trains AI models 
on end devices, and then transfers those learnings back 
to a global model without the need for data to leave the 
device. In order to handle potential privacy leaks from 
the updates that are being sent back to the global model, 
DP techniques are typically applied, thereby providing a 
privacy-preserving mechanism to effectively leverage 

the compute resources inside end devices to train 
machine learning models. The goal is to ensure that the 
learned model does not reveal:

•	 whether a certain data point was part of the training 
data [11], or

•	 if a client/end device contributed to the training data 
[10]

	+ Healthcare - Considering the example of an AI-in-
healthcare setting, if multiple hospitals participate in 
training a centralized model, then differential privacy 
techniques can be applied to ensure that information 
about a specific patient stays hidden, or information 
about a specific hospital stays hidden. The impact of 
number of clients (hospitals in this case) on the accuracy 
and model performance is an area to be explored.

	+ Business Process Modeling - Differential privacy 
techniques (local or global as the case demands) can be 
applied to business process modeling to guarantee the 
privacy of intermediate data shared between different 
flows in a process. Differential Privacy tells us whether 
a given intermediate result or a final output of a process 
reveals information about a given input. This can be 
applied to use cases modeled by any general purpose 
workflow engine.
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Conclusion
-
While there have been several prior efforts using 
anonymity, encryption, access control on queries etc 
to address privacy problems around the need for a data 
curator to release statistics over their dataset without 
revealing information about a particular value itself, 
differential privacy has proven far more successful owing 
to the rigorous definitions and mathematical guarantees 
it provides. Differential privacy aids in quantifying and 
bounding the amount of information leaked about 
individual records by the output of computations 
performed on a dataset. 

In practice, however, there are challenges. There are no 
stringent guidelines on choosing privacy parameters. 
As analysts have shown, companies that employ 
differential privacy, Apple [13] and Google [14] in 
particular cut corners and implement weaker privacy 
techniques than they claim in their publications [12]. 

When deploying differential privacy techniques, there 
is always a trade-off between statistical accuracy and 
privacy loss. While there are several metrics to assess 
the quality of a published dataset, challenges remain 
in binding these metrics to legally defined risk factors. 
Also, the parameters need to be tuned carefully based 
on the complexity of the data and also of the queries 
allowed by the system.

Despite mature academic research in the area, industry 
adoption of differential privacy has been slow. However, 
with the increasing trends and visibility in the use of 
differential privacy in various real life applications, 
industry practitioners can use the lessons learnt 
from prior initiatives to successfully apply differential 
privacy techniques to address privacy breaches while 
overcoming practical challenges. 
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Appendix
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Open source libraries

	+ https://github.com/tensorflow/privacy

	+ https://github.com/google/rappor

	+ https://github.com/IBM/differential-privacy-library

	+ https://github.com/uber/sql-differential-privacy

Commercial platforms

	+ https://www.immuta.com

	+ https://www.infosum.com

	+ https://www.privitar.com

	+ https://www.regdata.ch


